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Abstract. We propose an eXplainable Risk Ranking (XRR) model that
uses multilevel encoders and attention mechanisms to analyze financial
risks among companies. In specific, the proposed method utilizes the
textual information in financial reports to rank the relative risks among
companies and locate top high-risk companies; moreover, via attention
mechanisms, XRR enables to highlight the critical words and sentences
within financial reports that are most likely to influence financial risk and
thus boasts better model explainability. Experimental results evaluated
on 10-K financial reports show that XRR significantly outperforms several
baselines, yielding up to 7.4% improvement in terms of ranking correlation
metrics. Furthermore, in our experiments, the model explainability is
evaluated by using finance-specific sentiment lexicons at word level and a
newly-provided annotated reference list at the sentence level to examine
the learned attention models.

Keywords: Financial Risk Ranking · Finance Text Mining · Financial
Sentiment Analysis.

1 Introduction

Most finance literature on risk analysis has focused on quantitative approaches [9,
23, 1]. One of the most important works [9] discovered that the size of a company
and its book-to-market ratio are the key factors to financial risk; outside of
these two key factors, other factors that may as well affect financial risk are still
uncertain. With the progress in text analytics, there have been many studies
trying to uncover other potential risk factors by exploiting alternative textual
information (e.g., news, reviews, and financial reports) to analyze financial risk [14,
7, 24, 21, 19].

Due to the noise within finance documents and the information gap between
texts and financial numerical measures, it is difficult to predict the exact finance
quantities (e.g., stock return and volatility) and to extract useful information and
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relations directly by using textual information. Thus, the work in [24] proposes
using ranking-based methods for analyzing financial risk with the use of textual
information and shows that ranking-based methods are more suitable than
regression-based methods for such an analytic task. However, the work in [24]
and other pioneering studies such as [14, 22] mainly use simple and hand-crafted
features to describe financial documents, like bags-of-words, noun phrases, and
named entities. Thus, these approaches are difficult to model complex structures
or semantics in texts, which limits their potential and usage scenarios.

In recent years, deep neural networks such as CNN [15], GRU [5], and BERT [6]
have demonstrated promising results across NLP tasks such as document classifi-
cation and sentiment analysis [8, 2]. The advancements are due to the superiority
of these techniques in learning semantically meaningful representations. Although
such deep learning approaches can extract the latent features from texts, most of
these models are not explainable, which is however a vital ingredient in models
for finance applications. To some extent, attention mechanisms alleviate the ex-
plainability problem [26], since attention layers explicitly weight the components’
representations; thus, it can be said that attention mechanisms are in some way
capable of identifying meaningful information as a post-hoc justification of the
model prediction.

To advance the state of the art, we propose an eXplainable Risk Ranking model
(XRR) to capture key information from financial reports and investigate related
financial risks. Specifically, XRR is a deep neural network model incorporating
multilevel explainable structures and learning to rank techniques for ranking
relative risks defined by post-event return volatility [16] among companies. To
build the XRR model, we first design a multilevel explainable structure to model
the complex structures within financial texts by using sequence encoders based
on bidirectional gated recurrent units (GRUs) at both the word and sentence
levels. At each level, the attention mechanism is leveraged to make the model
explainable. Moreover, unlike many previous hierarchical deep neural network
architectures, which are mainly on classification tasks [7, 17], XRR ranks the
relative risks among companies and locates top high-risk companies. To enable
this, we propose a pairwise ranking loss based on a siamese network with two
parallel multilevel explainable structures. In addition, instead of adopting naive
stock return volatility, we propose using the post-event return volatility as the
proxy of financial risk because it excludes the effect of several important macro-
economic factors and is thus more effective for monitoring the event effect on the
change of stock prices than the stock return volatility [16, 25].

We conduct comprehensive experiments using a large collection of 10-K
financial reports from 1996 to 2013, consisting of 39,083 reports in total. The
results show that the proposed XRR significantly outperforms other baselines in
terms of all evaluation metrics. For robustness, we also conduct a comparison on
different financial risk proxies and conduct several financial analyses to verify our
results. Moreover, we conduct evaluation and discussion by using external finance-
specific sentiment lexicons and an annotated reference list at the sentence level to
examine the learned financial sentiment texts with high attention scores and the
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Fig. 1: XRR network structure

corresponding financial risks. In this evaluation, XRR exhibits a stronger retrieval
power compared to the baselines and provides more insightful understanding into
the impact of the financial texts on companies’ future risks. In summary, XRR
advances the state of the art in the following three dimensions.

1. (Model) We propose a multilevel explainable network architecture for risk
ranking with financial reports, allowing for modeling financial texts with
more complex structures and highlighting crucial information at both the
word and sentence levels.

2. (Risk measure) We propose using the post-event return volatility as a risk
proxy for such text analytic tasks, and our experiments also attest the
appropriateness of the proxy for the tasks.

3. (Resource) We provide a high quality sentence-level risk-annotated list and
use the list to evaluate the attention weights for sentences and examine the
explainability of our model.

2 Methodology

We first formulate the risk ranking problem, and then provide a brief description
of the post-event return volatility. Finally, we describe the proposed XRR model
in detail.

2.1 De�nitions and Problem Formulation

We rank the companies along with their relative financial risks with the use of
companies’ associated textual information via a pairwise ranking model. Note


